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Á Definition of  intelligence? Many!  None perfect

Á One simple definition of intelligence, but has issues : 

The ability to acquire and apply knowledge and skillsΦέ (Dictionary)

Á !ōƛƭƛǘȅ ǘƻ ŀŎǉǳƛǊŜ Χ  Υ άaŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎέ

Á Lack of precise definition unfortunately contributes to misunderstandings and hype. 

Á ²ƘŀǘΩǎ !LΣ ǿƘŀǘΩǎ ƴƻǘΚ      

Á Sometimesoverused and hyped buzzword 

Á Lack of precise definition   =>

Á Difficult to design benchmarks that cannot  be gamed

Á Performance on specific benchmark does not necessarily indicate general performance

Á Can lead to inflated claims or interpretations

Á R. J. Sternberg [1]: άViewed narrowly, there seem to be almost as many definitions of intelligence as there were experts asked to define 
itέΦ [ŜƎƎ ϧ HutterΣ ά! /ƻƭƭŜŎǘƛƻƴ ƻŦ 5ŜŦƛƴƛǘƛƻƴǎ ƻŦ LƴǘŜƭƭƛƎŜƴŎŜέΣ  ƭƛǎǘǎ ƻǾŜǊ тл ŘŜŦƛƴƛǘƛƻƴǎώнϐ
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Á Symbolic (Good Old Fashion AI)

Á Objects are represented with symbolic data structures, behavior is explicitly programmed

Objects: Attributes and methods   Ŏƭŀǎǎ ŀƴƛƳŀƭǎΣ ǎǳōŎƭŀǎǎ ŘƻƎΣ ŎŀǘΣ Χ
Á Behavior: if x in animals then é   control flow ƛŦΣ ǿƘƛƭŜΣ ŦƻǊΣ Χ
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Á Subsymbolic, neuroscience inspired

Á Objects  are represented  over a large number of simple interconnected processing units,  
symbols and  behavior emerge

dogs =     [0.2 0 0 0.6   0 0 0 0  3.2 0 0 0 0]

cats =     [0.3 0 0 1.2 0 0 0 0 2.1 0  0 0 4.3]

Symbols and learned behavior emerges

animals == [0.7 0 0 1.8 0 0 0 0  0 .3 0 0 .14 ]



Á Idea of intelligent machines almost or as old as computers

Á Two  approaches as old: 

Á Turing machines, 1936, Turing Test, 1950 (άSymbol Processingέ )

Á McCulloghand Pitts, 1943    άSubsymbolicProcessing, NeuroScienceinspiredέ Υ 
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McCulloghand Pitts 1943 Turing, 1936

CollosusComputer, 1943

Peter Dey



Á Brain: ~ 86 * billion neurons, 100 Trillion synapses

Á 100,000 miles nerve fibers. And Χ ŀƴ ŀōǎƻƭǳǘŜ ƳŜǎǎΗ 

Á Very poorly understood
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Golgi, Cajal1906 Nobel Prize 

Hundreds of different nerve cells

Connectomics: 1 mm3 from actual microscopy of 
30nmthick slices of actual rat brain. Lichtmann



Á McCulloghand Pitts Model, 1943 

Fixed connections, neurons fire (activate) when a          
sufficient number of connected (via synapses) neurons fire 

Á Hebb, 1949:  Learning Ϧ/Ŝƭƭǎ ǘƘŀǘ ŦƛǊŜ ǘƻƎŜǘƘŜǊ ǿƛǊŜ ǘƻƎŜǘƘŜǊΦά
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McCulloghand Pitts 1943

Hebb 1949

Á Modern form: Come up with an Objective function 
measuring output errors. (Euclidian distance of response vs 
desired responses for instance)

Á Change weights (learning)  to minimize objectivefunction



Á Frank Rosenblatt, Cornell

Á Analog computer 
implementation

Modern formalization:

Input Ø ØȟȣȟØ

Weights × ×ȟȣȟ×

Output ÆØ ρ Ø ×z Â π
π ÏÔÈÅÒ×ÉÓÅ
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