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Definition of intelligence? Many! None perfect

Onesimple definition ofintelligence, buthasissues.
(Dictionary)
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Lack of precisélefinition unfortunately contributes to misunderstandings and hype.
2 K H0x 6KIFGQa y20K
Sometimesoverusedand hypedbuzzword

Lack of precise definition-=>
Difficult to designbenchmarksthat cannot begamed
Performance on specific benchmark does not necessarily indicate general performanc
Can lead to inflated claims or interpretations

R. J. Sternberg [1fiViewed narrowly, there seem to be almost as many definitions of intelligence as there were experts asked to define
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Symbolic (Good Old Fashion Al)

Objects are represented with symbolic data structures, behavior is explicitly programm:

Objects: Attributes and methods Of I aa FyAYlfaz &dz Of
Behavior: if X in animals then é¢ controlflow A T2 gKAL SX FT2N
Subsymboligneuroscience inspired

Objects are represented over a large number of simple interconnected processing un
symbols and behavior emerge

dogs= [0.2000.6 0000 3.20000]
cats= [0.3001.200002.10 004.3]
Symbols and learned behavior emerges
animals ==[0.7001.80000 0.300.14]
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Al History

A Idea of intelligent machines almost or as old as compute

A Two approaches as old:
A Turingmachines, 1936, Turing Test, 1958 ¢mbol Processirg)
A McCulloghand Pitts,1943 d&Subsymboli®ProcessingNeuroSciencénspiredé Y

CollosusComputer 1943

PeterDey

A LOGICAL CALCULUS OF THE 130 LOGICAL CALCULUS FOR NERVOUS ACTIVITY M I N D
IDEAS IMMANENT IN NERVOUS ACTIVITY
WARREN S. MCCULLOCH AND WALTER PITTS & A QUARTERLY REVIEW READVIRITE TAPE
FR0M THS UNIVERSITY OF ILLINOIS, COLLEGE OF MEDICINE, b - |a |b |a | | A |A |A |:.
DEPARTMENT 0P PSYCHIATRY AT THE ILLINOIS NEUROPSYCHIATRIC INSTITUTE, -
e PSYCHOLOGY AND PHILOSOPHY =

Because of the “all-or-none” character of nervous 1chv1ty} neural

events and the relations among them can be treated by means of propo-
sitional logic, It s found that the behavior of every net can be deseribed 4__\ PR C—
in these terms, with the addition of more complicated logical means for

nets mﬂmlé\\ng circles; anﬁd that for any logical lhexprhe.sswn :’lm(y;:lz < (a.a,R)
certain conditions, one can find a net behaving in the fashion it describes. " 11 N ~ ‘3 ) 4 g

It is shown that many particular choices among possible neurophysiologi- L—COMPUTING MACHINERY AND

INTELLIGENCE

cal assumptions aro equivalent, in the sonse. that for every net behav- <H
ing under one nssumptmn, there exists another net which behaves un- d hy 3y
der the other and gives the same results, although perhaps not in the
Same time. Various applications of the caloulus are Macussed. - BY A. ML TURING
= . A M. . HALT
START | f@aR; m ib.b. R) QAR
1. The Imitation Game. 1 3 4 2
1 PROPOSE to consider the question, ‘Can machines think?’ This should U U

begin with defimtions of the meaning of the terms ‘machine’ and

think’. The definitions might be framed so as to reflect so far as
possible the normal use of the words, but this attitude is dangerous. If
the meaning of the words ‘machine” and ‘think are to be found by

examuning how they are commonly used it is difficult to escape the
conclusion that the meaning and the answer to the question. ‘Can

L. Introduction

Theoretical neurophysiology rests on certain cardinal assump-
tions. The nervous system is a net of neurons, each having a soma
and an axon. Their adjunctions, or synapses, are always between the
axon of one neuron and the soma of another. At any instant a neuron
has some threshold, which excitation must exceed to initiate an im-
pulse. This, except for the fact and the time of its occurrence, is de-
termined by the neuron, not by the excitation, From the point of ex-
citation the impulse is propagated to all parts of the neuron. The

McCulloghand Pitts 1943 Turing, 1936
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Brain: ~ 86 * billion neuronsl00 Trillion synapses
100,000 mileserve fibers And X
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Very poorly understood
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Golgi,Cajal1906 Nobel Prize

Connectomics1 mm3 from actual microscopy of
30nmthick slicesof actual ratbrain. Lichtmann
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E a r | y M 0 d e I S 130 LOGICAL CALCULUS FOR NERVOUS ACTIVITY
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A McCulloghand Pitts Model,1943 D=
Fixed connections, neurons fire (activate) when a e <+

sufficient number of connected (via synapses) neurons flre < o
McCuIIoghand Pitts 1943

A Hebb, 1949: Learning/ St t & GKF G FAND [NJ g A NE
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BEHAVIOR
A Netdrapsychological Tiicory

By D. 0. HEBB

A Modern form: Come up with an Objective function
measuring output errors. (Euclidian distance of response vs §
desired responses for instance) |

Hebb 1949

A Change weights (learning) to minimize objectiftenction
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Perceptrons, 1957

A Frank Rosenblatt, Cornell

A Analog computer
implementation

Modern formalization:

Input@ (BB hD)

Psychological Review
Val. 65, No. 6, 1958

THE PERCEPTRON: A PROBABILISTIC MODEL FOR
INFORMATION STORAGE AND ORGANIZATION
IN THE BRAIN?
F. ROSENBLATT

Cornell Aeronautical Laboratory

If we are eventually to understand
the capability of higher organisms for
perceptual recognition, generalization,
recall, and thinking, we must first
have answers to three fundamental
questions :

1. How is information about the
physical world sensed, or detected, by
the biological system?

2. In what form is information
stored, or remembered ?

3. How does information contained
in storage, or in memory, influence
recognition and behavior?

‘The first of these questions is in the
province of sensory physiology, and is
the only one for which appreciable
understanding has been achieved.
‘This article will be concerned pri-
marily with the second and third
questions, which are still subject to a

. P 1 1

and the stored pattern. According to
this hypothesis, if one understood the
code or ‘'wiring diagram’’ of the nerv-
ous system, one should, in principle,
be able to discover exactly what an
organism remembers by reconstruct-
ing the original sensory patterns from
the ““memory traces' which they have
left, much as we might develop a
photographic negative, or translate
the pattern of electrical charges in the
“memory” of a digital computer.
This hypothesis is appealing in its
simplicity and ready intelligibility,
and a large family of theoretical brain
models has been developed around the
idea of a coded, representational mem-
ory (2,3,9, 14). The alternative ap-
proach, which stems from the tradi-
tion of British empiricism, hazards the
guess that the images of stimuli may
never really be recorded at all, and
that the central nervous svstem
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